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Abstract

The US Interstate Highway System had a significant impact on market accessibility and
transportation costs between regions. Whether this should lead to increased agglomer-
ation of economic activity due to increased ’economic centripetal forces’ or a dispersal
from ‘centrifugal forces’ depends on factors that differ by industry. This study suggests
the impact depends on truck transportation utilization and backward linkages. Travel
time estimates constructed by representing the US highway system as a network over
time and data on the spatial inequality of earnings are used for a panel estimation with

interactions, individual and time effects, and regional variation for identification.
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1 Introduction

By altering the landscape of transportation costs road systems facilitate the agglomeration
as well as dispersal of industries. A long literature exists examining the impact of roads on
the spatial distribution of economic activity (Chandra and Thompson, 2000; Michaels, 2008;
Rothenberg, 2011; Redding and Turner, 2014; Frye, 2016), but uncertainty remains about
how specific industries respond and what are the characteristics influencing their response.
Understanding the impact of road infrastructure is important for regional policy makers
as the spatial distribution of the amount and type of earnings has lasting implications for
structural inequality and regional divergence (Redding, 2005; Paredes et al., 2016; Niehbuhr
et al., 2012).

A strand of literature on agglomeration describes economic centripetal and centrifugal
forces that influence the relative locations of firms (Marshall, 1890; Fujita et al., 1999; Cook
et al., 2007; Pelegrin and Bolancé, 2008). These forces are difficult to directly measure, but
industry characteristics creating sensitivity to the forces can be used as proxies to predict
the response. As the transportation costs change, the ways in which industries are sensitive
to the affected forces will influence the changes in spatial distributions.

In this paper I examine how the US Interstate Highway System impacted the spatial
distribution of different industries and characteristics that can explain the varying responses.
Based on location theory and the benefits of agglomeration and dispersal, I suggest that
industries with a higher truck transportation share of inputs and backwards linkage measure
are more likely to disperse in response to the reduction in travel time.

To measure the effect of the Interstate Highway System I construct a novel data set of
travel times between metropolitan regions in the US for each year between 1950 and 1993
using the completion dates of road segments to build edge weighted networks. The travel
time is an important component of the transportation cost between regions affecting the price
paid to drivers, supply timing, and inventory holding requirements. I add to the literature

examining detailed road data (Rothenberg, 2011; Faber, 2014; Donaldson and Hornbeck,



2016; Alder, 2016; Jaworski et al., 2018; Morten and Oliveira, 2018) with my travel time
estimates and the methodology. By looking at the road system as a network with weighted
edges the marginal benefit of specific roads on travel times throughout the system can be
observed and used to examine many questions, although this paper focuses on the impact of
the aggregated changes on agglomeration.

Using data on county level earnings by industry in the US I construct a spatial GINI
index measuring how unequal the distribution of economic activity is across all counties for
each year. This index reveals how clustered or agglomerated different industries are and
is commonly used in research on spatial distribution (Rey and Smith, 2012; Sutton, 2012;
Panzera and Postiglione, 2019). This index does not tell us about the exact distribution
of activity, as multiple distributions can lead to the same spatial GINI, but changes in the
spatial GINI do tell us whether industries are becoming concentrated into fewer counties or
spreading out. This measure of agglomeration does not speak to location within counties
(Borjesson et al., 2019), nor does it speak to specialization within industries which is another
common indicator of agglomeration (O’Donoghue and Gleave, 2004).

I use a panel data set with interaction effects to detect the industry varying effect the
change in the travel time index has on the spatial GINI index. I perform robustness checks
including adjusting for county area, alternate measures of spatial inequality, additional con-
trols, and alternate regression specifications. I conduct simulations with artificial data veri-
fying the appropriateness of the preferred specification given the likelihood of lags and leads
in response.

Additionally I exploit regional variation in the timing and magnitude of road completion
to estimate the causal effect conditional on region, industry, and time effects controlling
for unobserved variables. The eight regions are as defined by the U.S. BEA for economic
comparison}] Due to regional factors orthogonal to the change in location of industries

such as varying state institutions, weather, terrain, and construction delays, different regions
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completed their roads at different times. If regions that built their roads earlier also observed
a change in spatial GINI earlier, than it is likely the change is caused by the roads.

I find that industries with a higher trucking share of inputs and a higher backwards
linkage disperse more when travel times are reduced. The average highway travel time
between metropolitan regions decreased by about 18%, with varying declines across regions.
The spatial GINI for total personal income declined slightly between 1969 and 1985, but
rose to its previous level by 2000 with little change afterward, while the spatial GINI for
population declined slightly until 1980 and has been slightly increasing ever since. This
combined with the significant movements in industry specific spatial GINI suggest there
is not a large change in the overall spatial distribution of economic activity, but there is
significant relocation of where specific types of industry occur.

The paper proceeds as follows: Section 2 discusses the theory of why different industries
will respond differently to an improvement in the road system, Section 3 describes the data
and methodology, Section 4 reports and discusses the estimation results, and Section 5

concludes.

2 Theoretical Background

Roads alter the time it takes to traverse an area, effectively warping space and bringing
regions closer together by facilitating the faster movement of cars and trucks. This reduction
in travel time lowers the cost of moving goods by lowering the wage paid to the drivers,
reducing the uncertainty associated with waiting, facilitating smoother production flows,
and reducing required inventories as stocks or parts can more quickly be replenished. The
last three effects are particularly important, as observed in the global rise of “just-in-time”
manufacturing and inventory management during the 1970s and 80s (Sayer, 1986; Brox and
Fader, 1997), as well as the premium placed on overnight shipping (Stecke and Zhao, 2007).

Although rail and water can typically transport materials at a lower cost per unit, the speed



offered by roads is crucial for supply coordination, and the access provided by roads to
regions not adjacent to rail or water necessitate their use for the ‘first and last mile’ for
intermodal shipping.By providing access for vehicles and lowering the cost of transportation
between regions, roads play a crucial role in shaping the location decisions of firms.

Agglomeration is the clustering of economic activity in space. This applies to multiple
scales, including countries, cities, and districts. The benefits of agglomeration are aptly
summarized by Marshall (1890) who points to three sources: 1) knowledge spillovers—the
idea that information is ”in the air” and technical processes and innovation are propagated
through proximity by increased interactions, 2) pooled labor—the increased matching of
needs to skills for employers and employees from both having access to a larger pool, 3)
forward and backward linkages—the reduced costs from proximity to markets and sources
of inputs, as transport is costly. The third type is the most explored by the new economic
geography and 'market access’ literature (Fujita et al., 1999; Duranton et al., 2014; Don-
aldson and Hornbeck, 2016). We can think of these benefits as ’centripetal forces’ that pull
activities towards each other, resulting in clustering. However, being near other firms has a
trade-off—wagesand the price of land are pushed up due to competition, acting as ’centrifu-
gal forces’ pushing firms to locate away from clusters. Furthermore, proximity to multiple
sources of demand and inputs may be a relevant consideration pushing a plant away from
any particular market center and towards a point of centralized distribution, as elaborated
by Weber’s (1909) point of minimum transport.

Different industries have different sensitivities to each of these forces based on what they
do and how they do it. Thiinen (1826) captured this idea with his model of agricultural land
use and this was extended by Alonso’s (1960) bid-rent theory; an example of which is shown in
Figure 1. The key idea is how much ’land rent§| an industry is able to generate at a particular
location, based on the difference between the value of their product at the market and the

costs of inputs and transportation incurred from operating at that position. Industries’ that

2Thiinen defines land rent as value generated in excess of all input costs, although there are some
competing definitions of this concept
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Figure 1: A Bid-Rent Curve

generate a higher rent for any given location are more likely to locate there since they can
outbid other types of industry. In its simplest form we conceive a single market existing at
a point in a uniform plane where economic activity can take place, but it can be extended
to incorporate multiple market centers and surfaces with varying transportation costs such
as a river or road system. For the single market framework, the vertical intercept represents
the rent an industry can offer for being at the center of the market—the point where the
benefits of agglomeration are the highest, and the slope represents how the rent an industry
can offer changes with distance from the market—a combination of the transportation cost
for that industries’ product and how the total cost of inputs changes with distance. Industries
that benefit from agglomeration tend towards the market, and industries with goods that
can be moved cheaply tend to be pushed away from the market. In a multiple market
framework this is more complicated as firms within industries may choose to deal with just
one market or multiple markets, but still we would observe that industries benefiting more

from agglomeration would tend towards market centers and industries with costs that decline



more rapidly with distance would locate away from market centers. In reality markets do
not operate at single points in space, but the same logic applies for distributed markets as
long as there is some varying concentration of market activity across space.

From this lens, an improvement in the road system does two things. By lowering the cost
of transporting materials, the slope of the bid-rent curve is flattened as it is less costly to
be located away from the market center. This effect pushes industries outward from market
centers and makes more distant locations viable points of operation. However, an improve-
ment in the road system also facilitates increased access to a market center as customers and
employees from a wider radius can commute in. This increases the agglomeration benefits
of an area by creating a larger labor pool firms can pull from, increasing the suite of in-
teractions that lead to knowledge spillovers, and increasing market accessibility. Effectively,
the market center becomes larger and has increased capacity for agglomeration. By lowering
transportation costs and facilitating access, improved roads push some industries out and
pull other industries in.

Industries that have a larger truck transportation share of inputs benefit more from the
decline in transportation costs due to improvements to the road system. While the reduction
in transportation costs reduces the slope of the bid-rent curve for all industries, the slope
becomes more flat for industries that utilize trucking more. This makes it comparatively less
costly for these industries to be farther away and hence pushes them outward, away from
the market centers/central business districts. Based on this, we suggest the main hypothesis
of the paper—that the coefficient on the interaction term between travel time and truck
transport share of inputs will be positive.

The stage in the product life-cycle is an additional influence on the sensitivity to the
benefits of agglomeration and dispersal (Eriksson et al, 2020). The conception of a product
life-cycle distinguishes four stages in a product’s life: introduction, growth, maturity, and
saturation. The first two and last two can be grouped together as early and late respec-

tively. Early stage products involve design, the supply chain is not well formed, demand



must be created, and there is low competition; thus they benefit more from the knowledge
spillovers and access to pooled high skilled labor of agglomeration. Late stage products face
high competition and low prices, deal with complex supply chains and mass production, and
profitability /survival is more based on production/distribution efficiency— thus they benefit
more from the lower wages, cost of land, and centralized distribution offered by dispersal.
When the road is improved both agglomeration and dispersal are further facilitated, exas-
perating the location preferences for both early and late stage products. A direct measure of
life-cycle stage is not available but backwards linkage, the total increase in production stem-
ming from an increase in the final demand for a particular industry because of the additional
inputs required to produce it, the additional inputs required to produce those, and so on, is
a reasonable proxy. If an industry is in late stage production with a complex supply chain
involving many industries as inputs, this will appear as a higher number in this measure, as
late stage industries tend to have lower profit margins from the high competition. Because
the inputs and outputs are measured in dollars, as the price of the output decreases from
increased competition the ratio of inputs to outputs will be higher, therefore for a given
increase in output there will be a larger increase in inputs, and hence a higher measure of
backward linkage. This effect could be mitigated if the industry inputs are moving through
the life-cycle at the same time and undergoing a similar process, or if the reduction in indus-
try input use from increased efficiency is greater than the reduction in price from increased
competition.

In summary, because of the differing effects of centripetal and centrifugal economic forces
on industries, when the road is improved we suspect that industries that utilize trucking more
will disperse, industries categorized as information services and material transformations will
agglomerate and disperse respectively, and industries dealing in early and late stage products

will agglomerate and disperse respectively.



3 Data and Method

The Interstate Highway System began construction in 1956, although the call for an updated
national highway system had been building since the 1930’s (Weingroff, 2017). While there
was already a sizeable road system in place and most places could be accessed, the road
conditions were often poorﬂ many of them unpaved. The Interstate standards enabled
high speed travel due to the quality of the surface, the curvature, sight distance, grade and
superelevation design restrictions, the minimum of two lanes in each direction separated by
a median, and the limited access restriction with no stop lights or driveways. In 1955 the
US had around 3,418,214 miles of public roads (US DOT, 1985), and although only 48,440
miles were eventually constructed as part of the Interstate System it carries about 20% of
the nation’s traffic (Weingroff, 2006).

The Interstate Highway System can be viewed as accomplishing two things: 1) connecting
and providing or improving access to regions, 2) lowering the cost of moving goods and
people through reductions in travel time and facilitating larger trucks. The key statistic I
utilize is the average transportation time between metropolitan regions for each year of its
construction.

I build an edge-weighted network representation of the US road system for each year
between 1950 and 1993 as the Interstate Highway System was developed and use this to esti-
mate the travel times between metropolitan statistical areas with a shortest path algorithm.
I do this by combining two geographic information system (GIS) road files and converting
them to an edge-weighted network that the Dijkstra algorithm can be performed on.

The first GIS file is formed by isolating the interstate highways from the PA_NHS 2012
shapefild] detailing all US roads at that time. The second GIS shape file I form by manually

tracing a 1954 map imageﬂ produced by the US government detailing the principle highways

3see Figure 6 in the appendix
4Accessed from the FHWA website,

https://www.fhwa.dot.gov/policyinformation/hpms/shapefiles_2017.cfm
°https://www.raremaps.com/gallery/detail/38608/a-pictorial-map-of-the-united-states-of-america-show:
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and arterials in existence at that time, what we refer to now as the US numbered highways. I
approach the road system in this way because in addition to entirely new roads the Interstate
Highway System replaced many segments of the previous highway system, so many portions
of Interstate Highways were still beneficial although the entire road was not yet completed.
This method does not include additional non-interstate highways that were constructed
during this period, which biases the travel time reduction estimates downward.

Next, using the “PR-511" dataset, a construction logﬂ detailing the completion date of
each Interstate segment, the active segments of Interstate Highway are overlaid with the
pre-existing highway system to construct a representation of the total highway system for
each year between 1953—1994[|

With the highway system in place and converted to a network, the Dijkstra algorithmﬂ
finds the shortest weighted path between any two points in the network to estimate the
travel time for each year. The weights on each road segment are the travel time based on
the distance and speed. 65 mph is assumed for Interstate Highways; 50 mph is assumed for
the non-interstate highways, differing slightly from the assumptions made in Jaworski et al
(2018)E|. This is done for every metropolitan-statistical-area (MSA) pair to generate a travel
time matrix for each year. Figure 2 shows the average of this travel timeﬂindex matrix for
each year. On average the Interstate Highway System reduced travel times between MSA’s
by about 18%, although the actual reduction in travel time (unobserved) is partially due to

vehicle improvementd'1]

6This dataset was digitized and made available by Baum-Snow (2007), available here
https://www.dropbox.com/s/wqbcpbgméocxjo4/CD-ROM. rar?d1=0

The PR-511 has a range of statuses 1-6. Status 1 is fully complete and up to standards. Status 2 is
mostly complete and open to traffic, and this is the measure of completion used.

81 use the python modules 'networkx’ to shape the network, and ’igraph’ to implement the Dijkstra.

9These speed assumptions are a simplification based on travel time estimates provided by AAA maps
from 1955, 1996, and 2018, to isolate the speed changes from the road and vehicle improvements. Routes
without an interstate segment experienced a rise in speed of about bmph, likely from improvements in car
technology, while routes receiving interstate segments experienced rises in speed between 10-20mph, with
variance likely due to congestion. Thanks to John King for providing his personal copy of the 1955 AAA
map.

10The units are coordinate distance per mph

There were notable policy changes during this period—the National Maximum Speed Law established
in 1974 and the Motor Carrier Act of 1980. I dismiss the National Maximum Speed Law as it was reportedly
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Figure 2: Average Travel Time between MSA’s

For the regional travel time estimates, I take the average travel time from each county
within that region to every other county within 425 miles, chosen based on the average
distance for over-night shipping availability. This number reflects the travel time within the
region and to counties near the edge of the region. The regional travel times are normalized
to the national travel times to facilitate comparison of regression coefficients.

My data adds to the literature explicitly representing road systems as a network of
transportation costs, such as Rothenberg (2011) who utilizes a mapping between road quality
and speeds to estimate the travel time changes in Indonesia, Faber (2014) who constructs
least cost path spanning tree networks examining China’s National Trunk Highway System,
Donaldson and Hornbeck (2016) who calculate lowest-cost county-to-county freight routes in
the US, Alder (2016) who constructs a grid of cells with different speeds to use a shortest path
algorithm examining bilateral travel times in India, and Jaworski et al (2018) who utilize
decennial maps with surface information, mileage, and travel time estimates to construct
internal trade costs for the US. The benefit of my method is the level of detail at the
annual level, allowing a wide range of travel times to be estimated and compared with other

variables changing during this time frame. Furthermore, the regional variation in the timing

not followed or enforced. The Motor Carrier Act of 1980 deregulating the trucking industry had many
impacts potentially lowering transportation costs, which would bias the estimate of the effect of the change
in travel time on agglomeration upwards. Similarly, congestion from traffic is unaccounted for, which would
bias the estimated travel times upward and therefore the effect on agglomeration downwards

10
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Figure 3: Spatial GINI for Select Industries

and magnitude of road completion can be exploited to parse out the causal effect based on
the timing of response in the dependent variable, conditional on unobserved variables being
controlled for through the use of effects.

Using detailed BEA data on county earnings by industry I construct a measure of spatial
inequality over time using the same principle as the GINI coefficient of income inequality. For
50 SIC defined industries I calculate the cumulative share of the nation’s income from each of
the 3081 US counties, and arrange these in order of lowest to highest to form the distribution
from which the GINI coefficient can be calculated. Figure 4 shows the distribution for farming
and non-farming income in 1969. The non-farming income is more bowed in, revealing the
income is concentrated in fewer counties, indicating a higher degree of spatial inequality.
The spatial GINI is calculated for each industry for each year between 1969—200@ , some
sample industries are shown in Figure 5. The earnings data are reported based on where the

earner lives, so any commuting across counties will bias the estimate downward.

12For some industries negative earnings appear at times, distorting the range of the GINI. These obser-
vations are set to zero.
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Figure 6 highlights the change in spatial GINI from 1969 to 2000 for the industries. A
striking feature is the dispersal of industries like rubber and miscellaneous plastics, fabricated
metal, lumber and wood products, stone, clay, and glass products, industry machinery and
equipment, and miscellaneous manufacturing—all industries dealing with physical goods.
On the other side we see the agglomeration of industries such as legal services, depository
and nondepository institutions, and communications—industries that deal with information.

Some industries dealing with physical goods that go against this trend include oil and
gas extraction, forestry and fishing, mining, textile mills, and coal production. But these are
industries directly dealing with the extraction or cultivation of natural resources and may be
tied to specific locations, and thus not as susceptible to the changing dispersal forces as much
as the changing availability of sites from resources running out or being discovered. Another
oddity is farming, which saw the largest increase in agglomeration of all the industries, but I
suspect this is more from the farming specific technology changes from the Green Revolution
than changes in the road system. Retail trade agglomerated while wholesale trade dispersed,
aligning with the prediction of response from the road improvement based on their varying
use of land and preference for centralized distribution. The dispersal of business services and
insurance carriers highlights another tension—the benefits of proximity to information hubs
and the benefit of moving to where the customers are located. As Hoover and Vernon (1959)
discussed in their analysis of the distribution of people and jobs in the New York Metropolitan
region certain operations, such as banking and life insurance, become standardized they find
less of a need to be near the information sharing hubs, and more of a need to locate near
their increasingly suburbanized customer base, especially as technology like the telephone
and internet facilitate the exchange of information across distances. Information industries

under this sort of influence may still disperse despite the increased ability to cluster.
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These spatial GINI estimates fit into the literature examining measures of spatial distri-
bution including Rey and Smith (2012) who introduce a spatial decomposition of the GINI
coefficient that exploits the contiguity matrix, Sutton (2012) who constructs spatial GINI
from nighttime satellite imagery and population density, and Panzera and Postiglione (2019)
who propose an index based on the GINI that introduces regional importance weighting.

The truck transportation share of inputs is calculated from the BEA input-output "use’
table, detailing each industries use of other industries in dollars. Ideally, we would like a
measure that reflects how much an industry relies on truck transportation for both inputs
and outputs, and it is not clear how this is attributed in the input-output table.[r_gl

The theory suggests that the stage in the product life-cycle will impact agglomeration
and dispersal. As a proxy for these I utilize an industry measure of 'Rasmussen backward
linkages’—the column sum of the 'Leontief inverse’ or total requirements matrix’ calculated
from the input-output table of industry interactions. This measure reflects the total increase
in production stemming from an increase in the final demand for a particular industry
because of the additional inputs required to produce it, the additional inputs required to

produce those, and so on.

3.1 Method

In this section I layout the methodology used, potential issues, and how I address them.

I utilize a fixed effect regression with interaction terms to test if changes in travel time
change the spatial GINI and if differences between industries explain the differences in the
change of the spatial GINI across industries. Furthermore, I construct 'meaningful’ marginal
effects and standard errors as in Brambor, Clark and Golder (2014), I verify the results are

robust to alternate specifications and measures of agglomeration, and I estimate a regional

13The input-output use table uses the NAICS industry codes, while the BEA county earnings uses the
SIC industry code. Industries were matched based on the US BLS concordance guide and unmatched
industries were dropped.
https://www.bls.gov/bls/exit_BLS.htm7a=true&url=https://www.census.gov/eos/www/naics/
concordances/2002_NAICS_to_1987_SIC.x1ls
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form of the model to control for time effects and utilize variation in road construction.

I estimate a model of the following form:

spatialGINIit o+ o + ﬁottt + BltSit + 62()[“ + Bgttttsit + ﬁ4tttblit + €t

where tt; is the index of average travel time between MSA’s, ts;; is the truck transportation
share of inputs, and bl;; is the measure of backward linkage for industry 7 at year t.
If ¢t and ts are not endogenous to travel time, the effect of reducing travel time on the

spatial GINT is

Ospatial GINI,
P L= By + Bstsi + PBably
otty - (+)

where the hypothesized signs for the coefficients are noted. Conditional on a trucking input
share of zero and a backwards linkage of zero, we expect the reduction in travel time to
lead to an increase in the spatial GINI, that is, agglomeration. For industries with a high
trucking input share and high backwards linkage, this effect will be mitigated to the point
of being reversed so that a reduction in travel time leads to a decrease in the spatial GINI,
that is, dispersion. If trucking input share and backwards linkage are changing in response
to the changes in travel time, the marginal effect is more complicated, but this is unlikely as
the change in these variables across time is negligible (I explore this more in the appendix).

As detailed in Brambor, Clark and Golder (2014), when including interaction terms for
testing conditional hypotheses, care must be taken in the implementation and interpretation
of the results. Specifically, the constitutive effects must be included and must not be in-
terpreted as unconditional marginal effects, and ‘meaningful’ marginal effects and standard
errors should be reported. That is, for the specification above, the appropriate standard

error formulation for the marginal effect of travel time is shown below.
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When regressing non-stationary trends spurious correlation is a major concern, however
in this case I find it appropriate and necessary to address another problem. Because firms are
forward looking, the road construction was generally known in advance, the plant lifetimes
can potentially be very long, and there are potential benefits to being a first mover, it is
highly likely that some firms would relocate or expand operations in anticipation of the road
completion. On the other hand, relocating is expensive, and firms may prefer to postpone
relocation or expansion as the desirability of locations depends on the changing travel times
as well as the locations of other firms. That is, the effect of the changing travel time
index could lead or lag behind the effect on spatial GINI and the timing could vary by
industry. This is supported by cross-correlation results between the industry specific spatial
GINI’s and the lagged travel time index (see Figure 9 in the appendix). Because of this,
transforming the series with first difference requires the regression to precisely specify the
leads and lags structure, a well-known problem in the literature (Hannan and Robinson,
1973; Andrews and Fair, 1992; Vaisey and Miles, 2014). By regressing the levels and not
specifying leads or lags however, the long run effect is captured. I perform simulations with
artificial data to verify the efficacy of this specification, finding that the levels regression
with only contemporaneous variables accurately estimates the true long run effect regardless
of the leads and lags distribution, while the first difference regression parameter estimates
are extremely sensitive to the lead and lag specification. See the Appendix C for more
information on this issue and the simulation results.

This still leaves the possibility of an unobserved change across time, such as technology
change leading to industry restructuring, being responsible for the change in spatial distri-

bution of industries. I address this in two ways. First, the Interstate Highway was completed
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in 1993 and the spatial GINI is not changing by as much after the year 200@. Even after
accounting for a potential lagged response, unless the unobserved change also finished around
the time of the Interstate completion, this suggests the roads did have an effect. Second, by
performing the same analysis at the regional level any unobserved time effects that affect
all regions can be controlled for while facilitating estimation due to the variation in travel
time across regions. The combination of these would require that in order for the change in
travel time to be spuriously correlated there would have to be an unobserved simultaneous
change across time that concludes around the same time as highway construction and also
varies across regions in the same way the road completion dates do.

The regional specification adds a dimension to the dependent variable, the spatial GINI,

as well as the travel time as shown below.

spatialGINIitk, = o+ o + +op + 60tttk + Bltsit + ﬁgblit + ﬂgtttktSit + ﬁ4tttkblit + €tk

In addition to facilitating the time effect to control for unobserved variables affecting all
regions, this specification captures the regional variation in magnitude and timing of com-
pletion in the coefficients on travel time. Intuitively, if regions that complete their highway
portion earlier also agglomerate/disperse earlier, than this suggests that the change is due
to the road completion, and this will be picked up by the coefficients. This identification
strategy will be valid unless the unobserved parallel trend also varies at the state level in the
same way as completion timing, or if there are unobserved region specific variables changing
that happen to cause a change in spatial distribution at the same time the roads are being

completed []

14The variance of the change in spatial GINI from 1969 to 2000 across industries is .0014, while it is
.00063 from 2001 to 2017. Furthermore, the average of the absolute value of the change in spatial GINI is
.028 and .013 for 1969-2000 and 2001-2017 respectively

15in order to protect business confidentiality, many county earnings are suppressed for certain industries.
The suppression rate in a given year varies from less than 5% to 50% depending on the industry. This should
not interfere with the overall patterns of spatial distribution but when looking at the state or regional level

these suppressions become a significant issue generating movements in the data that are more a product of
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To verify the robustness of the results to variable definitions I perform additional tests.
The spatial GINI discussed is based on county level earnings, but some counties have sig-
nificantly different land areas, which could obscure the change in clustering when economic
activity moves between counties of different sizes. To account for this I compute another set
of spatial GINI’s based on county earnings per land area. Additionally, I construct alternate
measures of spatial inequality: the Theil index and the 80:40 ratio, to verify the robustness
of the results. I also add controls for the boating, rail, and air transport shares of input.

These results support the central finding and can be seen in Appendix B.

4 Result

The regression results for the national regression with various specifications are shown below
in Table 1. From the coefficients we can see that a reduction in travel time is correlated
with increased clustering, but for industries with a high truck transportation share of inputs
and a high measure of backward linkage this is smaller and can even be negative, implying
a correlation with dispersal rather than agglomeration. This is similar to the results in
Rothenberg (2011) who finds that road surface quality improvements in Indonesia lead to a
dispersal of durable goods manufacturers relative to nondurable goods manufacturers using
the Ellison and Glaeser index.

The results are similar for both random and fixed effects, suggesting heterogeneity bias is
not a problem, and this is further validated by the estimator from Bell and Jones (2015). As
discussed, the first difference estimation is not reliable without knowledge of the structure
of the response leads and lags.

The standard errors and marginal effects are shown by industry in Figure 7. The average
z-score of the marginal effect of ¢t across time and across industries is 4.08 with a standard

deviation of 1.99, indicating that the estimate is statistically significant for most industries

suppression policy change than actual industry relocation. The regional spatial GINI’s were obtained with
the cooperation of the BEA running my algorithm on the unsuppressed data, but because of this the source
data is not available for replication.
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Table 1: Estimation Results

Coef. RE FE1 REWB FE2 FE3 FD RS

tt CRIERE L goRRE gk STARRE 94 L] D0¥RK
(.12) (.12) (.12) (.13) (41)  (.081)

ts  -L3LRRE 1Q7RRE ] Q7RRR g gERkk ] 9bik ] og¥ 5k
(.23) (.23) (.23) (.90) (.23) (73)  (.122)

YA 15 e R Vb S 1S S 1~ B 1 S VLB [
(.02) (.02) (.02) (1) (.02) (.07)  (.014)

t¥ts  3.58%FF 3 50FRE 3E0RRE §85FRE  345%FF 360%  1.63%%*
(.56) (.56) (.56) (2.44)  (.56) (2.01) (.30)

AL AERE 4oRRE ok 5% AZFRE 30 7w
(.06) (.06) (.06) (.28) (.06) (.19)  (.037)

Signif. codes: .01 7***7 05 **7 1 %

tt-travel time, ts-trucking share, bl-backward linkage

FEL1 is individual *within’ fixed effects

REWRB is random effects with industry averages to capture the between group effects
while controlling for heterogeneity bias as discussed in Bell and Jones (2015)

FE2 is time 'within’ fixed effects

FE3 is two ways 'within’ fixed effects

FD is first difference

RS is the regional variation specification

most of the time. While it is beneficial to incorporate the noise from each of the interacting
terms into the standard errors, in this context because the travel time is constant across
industries the variations in marginal effect within industry are driven by changes in ts and
bl.

The estimated marginal effects of travel time echo support for the theories discussed
due to the signs of the estimated coefficients. Most industries have a positive predicted
marginal effect, suggesting they are dispersing in response to the reduction in travel time.
This includes almost every industry involved in producing physical goods as they generally
have a higher trucking share. Industries that have a low measure of backward linkage (they
do not pull on as many industries for inputs) are more likely to have a negative predicted
marginal effect, consistent with the benefits of centralized distribution from dispersal being
larger for industries with high backward linkage. These marginal effects are overall consistent

with Redding and Turner (2014) who survey the existing literature finding that highways
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Figure 5: Marginal Effect of Travel Time on Spatial GINI and Standard Errors by Industry

tend to decentralize urban populations and manufacturing activity while different sectors
appear to respond differently.

The regressions for spatial GINT with land area control, alternate measures, and addi-
tional controls support the central findings and can be found in Appendix B.

The coefficients from this regression support the hypothesis as the signs are unchanged
and the standard error diminishes. By adding the regional variation in travel time and
spatial GINI the coefficients reflect the differences in timing and magnitude of the change,
and the time effects control for unobserved variables affecting all industries and regions.
The magnitude of travel time and backwards linkage is increased, while the magnitude of
trucking share of inputs diminishes, suggesting that within regions these variables have
slightly different importance which may stem from the prominence of different types of

industries in each region.
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5 Conclusion

Industries are subject to economic centripetal and centrifugal forces influencing the patterns
of their relative positions in space. Differences between industries will result in differing sen-
sitivities to these forces. As the road system is improved, both agglomeration and dispersal
are facilitated, leading to some industries clustering more densely in fewer counties and some
industries spreading throughout more counties. These differing responses can partially be
explained by truck transportation utilization and backward linkages—industries with higher
measures in both tend to disperse in response to a reduction in travel times.

This finding is relevant for countries building limited access highway systems as well
as regions building roads, as they should consider the impact on the spatial distribution
of earnings and structural inequality. As certain firms increasingly cluster in population
centers while other firms disperse to capture lower wages the inequality between regions is
exacerbated. On average across industries earnings per person in city counties was 59%
higher than in rural counties in 1969, and in 2000 this ratio rose to 76% while the population
distribution did not change substantially. While roads connect regions they also drive them
apart. Like other trade cost reductions contributing to globalization, roads bring benefits
that may need to be tempered with other policies.

This paper expands the understanding of how the clustering of economic activity responds
to changes in the road system and contributes new data on the changes in travel time in
the US from the construction of the Interstate Highway System. The spatial GINI is not a
novel concept, but the application in the context of road improvements is original and may
be useful to other researchers.

These findings are robust to multiple specifications, but there are limits to the interpreta-
tion. This does not tell us about where economic growth will occur, only about the response
in clustering behavior. There are still challenges to understanding the patterns of spatial
distribution such as the importance of history, the tendency for positive feedback, and the

influence of new technologies such as phones, computers, and the internet.
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The high detail of the travel time data set leaves opportunities for future research, in-
cluding examining metrics of spatial distribution other than the spatial GINI, examining the
market access of different regions and how changes influenced economic growth, as well as
the effect of the travel time on other data such as traffic congestion, patterns of trade, and

the impact on the changing economic make-up of regions.
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Appendix A: Additional Figures
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TOTAL ROAD AND STREET MILEAGE IN THE UNITED STATES
BY SURFACE TYPE
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MOTE: BEGINMING WITH 1981 DATA, ONLT PUBLIC ROAD MILEAGE, AS DEFINED BY 23 U.S.C. 402, WAS REPORTED TO FHMR BY THE STATES.

PRIMITIVE ROADS AND OTHERS MOT OPEN TO PUBLIC TRAVEL OR MAINTRINED BY PUBLIC RUTHORITT, WHILE [MCLUDED IN WILERGE

TOTALS PRIOR TO 1861, ARE MOT REFLECTED [N THE DATA, THEREAFTER.

Figure 6: Surface Quality of US Roads, Source: US DOT 1985
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Name(SIC) mean(sGINI) sGINI 69-96 mean(ts) ts 69-96 mean(bl) bl 69-96
Farmearnings 0.625 0.123 0.013 0.007 2.197 0.048
Agriculturalservicesforestryandfishing 0.757 0.054 0.012 0.007 1.88 -0.21
Oilandgasextraction 0.936 0.041 0.003 0.003 1.706 0.102
Mining 0.872 0.025 0.024 -0.01 2.089 -0.046
Electricgasandsanitaryservices 0.816 0.02 0.018 -0.008 1.606 -0.079
Construction 0.811 -0.018 0.02 0.001 1.978 -0.015
Lumberandwoodproducts 0.776 -0.064 0.013 0.012 2.332 0.129
Stoneclayandglassproducts 0.833 -0.032 0.026 -0.002 2.095 0.201
Primarymetalindustries 0.955 -0.028 0.021 0.005 2.334 -0.084
Fabricatedmetalproducts 0.892 -0.066 0.012 0 2.166 -0.014
Industrialmachineryandequipment 0.888 -0.046 0.01 0.002 2.085 0.364
Electronicandotherelectricequipment 0.945 -0.023 0.007 0 2.242 0.016
Motorvehiclesandequipment 0.977 -0.031 0.01 0.001 2.655 0.275
Othertransportationequipment 0.982 -0.011 0.007 0.002 2.406 -0.046
Furnitureandfixtures 0.943 -0.02 0.013 0.007 2.157 0.145
Miscellaneousmanufacturingindustries 0.95 -0.036 0.018 -0.001 2.185 -0.154
Foodandkindredproducts 0.833 -0.01 0.018 0.003 2.518 0.143
Textilemillproducts 0.955 0.001 0.015 0.006 2.514 0.118
Apparelandothertextileproducts 0.9 -0.013 0.012 0.006 2.428 0.052
Paperandalliedproducts 0.939 -0.02 0.017 0.004 2.317 -0.002
Printingandpublishing 0.874 -0.012 0.016 -0.001 2.71 0.083
Petroleumandcoalproducts 0.971 -0.009 0.004 0.002 2.554 -0.167
Chemicalsandalliedproducts 0.945 -0.014 0.014 0.001 2.164 0.082
Rubberandmiscellaneousplasticsproducts 0.916 -0.094 0.014 0.002 2.175 0.413
Wholesaletrade 0.88 -0.019 0.01 -0.005 1.458 0.191
Retailtrade 0.804 0.01 0.011 0.002 1.564 0.043
Transportationbyair 0.979 -0.024 0.012 0.01 1.97 -0.14
Railroadtransportation 0.858 0.024 0.012 -0.012 1.753 0.237
Watertransportation 0.98 -0.016 0.004 -0.01 2.057 0.182
Truckingandwarehousing 0.803 -0.065 0.333 -0.195 1.861 0.034
Localandinterurbanpassengertransit 0.913 -0.031 0.022 -0.025 1.815 -0.104
Pipelinesexceptnaturalgas 0.991 0.003 0.014 -0.015 2.106 -0.004
Transportationservices 0.941 -0.03 0.011 0.053 1.506 0.007
Motionpictures 0.971 -0.009 0.007 -0.005 1.527 0.444
Communications 0.877 0.028 0.005 -0.005 1.606 0.074
Securityandcommoditybrokers 0.982 -0.018 0.005 -0.003 1.659 -0.111
Insurancecarriers 0.928 -0.019 0 -0.001 1.862 -0.167
Depositoryandnondepositoryinstitutions 0.848 0.03 0.001 -0.001 2.165 -0.129
Realestate 0.919 -0.008 0.006 -0.014 1.365 0.115
Legalservices 0.908 0.039 0.007 -0.005 1.538 -0.166
Engineeringandmanagementservices11 0.923 X 0.01 -0.012 1.296 0.107
Businessservices 0.918 -0.012 0.001 0.001 1.524 0.104
Educationalservices 0.939 -0.01 0.011 -0.007 1.68 -0.256
Healthservices 0.851 0.009 0.008 0.001 1.461 0.054
Socialservices10 0.833 X 0.021 -0.041 1.672 0.229
Museumsbotanicalzoologicalgardens 0.987 -0.02 0.004 -0.002 1.709 -0.275
Amusementandrecreationservices 0.881 0.026 0.007 -0.002 1.484 0.225
Hotelsandotherlodgingplaces 0.878 0.022 0.009 -0.005 1.922 0.15
Foodstores 0.787 -0.017 0.012 -0.006 1.925 -0.141
Miscellaneousservices 0.875 -0.082 0.009 -0.003 1.519 -0.046
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Name(SIC)

Name(NCIS)

Farmearnings
Agriculturalservicesforestryandfishing
Oilandgasextraction

Mining
Electricgasandsanitaryservices
Construction
Lumberandwoodproducts
Stoneclayandglassproducts
Primarymetalindustries
Fabricatedmetalproducts
Industrialmachineryandequipment
Electronicandotherelectricequipment
Motorvehiclesandequipment
Othertransportationequipment
Furnitureandfixtures
Miscellaneousmanufacturingindustries
Foodandkindredproducts
Textilemillproducts
Apparelandothertextileproducts
Paperandalliedproducts
Printingandpublishing
Petroleumandcoalproducts
Chemicalsandalliedproducts
Rubberandmiscellaneousplasticsproducts
Wholesaletrade

Retailtrade

Transportationbyair
Railroadtransportation
‘Watertransportation
Truckingandwarehousing
Localandinterurbanpassengertransit
Pipelinesexceptnaturalgas
Transportationservices
Motionpictures

Communications
Securityandcommoditybrokers
Insurancecarriers
Depositoryandnondepositoryinstitutions
Realestate

Legalservices
Engineeringandmanagementservices11
Businessservices

Educationalservices

Healthservices

Socialservices10
Museumsbotanicalzoologicalgardens
Amusementandrecreationservices
Hotelsandotherlodgingplaces
Foodstores

Miscellaneousservices

Farms

Forestryfishingandrelatedactivities
Oilandgasextraction
Miningexceptoilandgas

Utilities

Construction

Woodproducts
Nonmetallicmineralproducts
Primarymetals

Fabricatedmetalproducts

Machinery
Computerandelectronicproducts
Motorvehiclesbodiesandtrailersandparts
Othertransportationequipment
Furnitureandrelatedproducts
Miscellaneousmanufacturing
Foodandbeverageandtobaccoproducts
Textilemillsandtextileproductmills
Apparelandleatherandalliedproducts
Paperproducts
Printingandrelatedsupportactivities
Petroleumandcoalproducts
Chemicalproducts
Plasticsandrubberproducts

Wholesaletrade

Retailtrade

Airtransportation

Railtransportation

Watertransportation

Trucktransportation
Transitandgroundpassengertransportation
Pipelinetransportation
Othertransportationandsupportactivities
Motionpictureandsoundrecordingindustries
Broadcastingandtelecommunications
Securitiescommoditycontractsandinvestments
Insurancecarriersandrelatedactivities
Fundstrustsandotherfinancialvehicles
Realestate

Legalservices
Miscellaneousprofessionalscientificandtechnicalservices
Managementofcompaniesandenterprises
Educationalservices
Ambulatoryhealthcareservices
Socialassistance
Performingartsspectatorsportsmuseumsandrelatedactivities
Amusementsgamblingandrecreationindustries
Accommodation
Foodservicesanddrinkingplaces

Otherservicesexceptgovernment
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Appendix B. Robustness

Dependent variable:

g
(1) (2) (3) 4
t 08177 1189 -2.533"
(0.119) (0.183) (0.731)
ts J1.2687" J1.294%% -0.853 0.135""
(0.230) (0.230) (1.237) (0.041)
bl 01557 01517 04327 0.014™"
(0.023) (0.023) (0.147) (0.005)
ear -0.0017*" 0.004™ 0.002""
(0.0003) (0.002) (0.0003)
t:ts 35027 35547 2.462
(0.560) (0.559) (3.074)
tt:bl 0.421%" 0420 1.116™
(0.060) (0.060) (0.365)
ts: Year -0.003 -0.009™"
(0.008) (0.001)
bl:Year 0.002" -0.0017
(0.001) (0.0001)
Constant 0.926"" 1.068""" 16117 05977
(0.043) (0.070) (0.294) (0.010)
Observations 1.375 1375 1,375 1,375
R? 0.960 0.960 0.960 0.960
Adjusted R? 0.958 0.959 0.959 0.958
Residual Std. Error 0.015 (df = 1320) 0.015 (df=1319) 0.015 (df = 1317) 0.015 (df = 1320)
F Statistic 587.684"7" (df = 54; 1320) 579.677 (df =55; 1319) 560.1827"" (df = 57; 1317) 585.927"" (df = 54; 1320)
Note: “p=0.1: “p=0.05; " p=0.01

Table 3: Regressions with a Time Trend
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Table 4: Alternate Measures and Controls

Controls Without bl Theil 80:40
Coef. RE FE1 RE FE1 RE FE1 RE FE1
o 1.09 - .89 - 6.55 - 226 -
(.05) (.04) (.85) (13.6)
tt -.57 -.56 04Kk _05FFk _13.9 -13.59 -621 -617
(.13) (.13) (.04) (.04) (2.25) (2.24) (36.3) (36.3)
ts =75 -.63 =70 -.H8* -10.0* STTTRR S108%* -81.0%**

(.24) (.24) (.24) (.24) (4.22)  (4.35)  (64.7)  (69.4)
bs  7.89%  7.96%  858%  8.65%  8AOFFF 80.4FFF 4060 -3940
(3.56)  (3.56)  (3.58)  (3.58)  (63.9)  (63.9)  (1000)  (1010)

rs  3.18 3.61 2.64%  3.10 3LAKKE 42TF 850 “750%
(1L.12)  (1.12)  (1.12)  (L12)  (19.85  (20.1)  (308)  (319)

as  LOTFRE 119RRE 1 0gFRE 205%F 104 105 _91.3%kk 3] gk
(1.22)  (1.22)  (121)  (1.21)  (20.9)  (20.8)  (347)  (347)

bl -.10 -.10 - - 309 293 726 -68.9
(.02) (.02) (43)  (43)  (6.84)  (6.92)

ttHs  2.27 2.02 2.10 1.86 24.5%  19.6%F  205%F  230%kx

(.59) (.59) (.59) (.59) (10.4)  (10.6)  (161)  (168)
tt¥hs  -21.0%  -21.2%  -23.0%  -23.1%  -248%FF  239%FF 10600 10400
(9.03)  (9.02)  (9.1) (9.06)  (162)  (162)  (2540)  (2560)
tt¥rs  -A.35%FF 506%F  -2.30%FF  _3.10%FF _93.2%F  _111% 2150 2040
(2.75)  (2.75)  (272)  (2.72)  (49.1)  (49.2)  (771)  (781)

ttras -2.T5FFF _3.00%FF 5 1RRE 5 36%0E 0] -296 37AFFE 49 FHrE
(329)  (329)  (3.26)  (3.25)  (56.3)  (56.1)  (933)  (935)

t*l .28 27 - - 9.30 9.00 211 206
(.06) (.06) (1.13)  (1.13)  (182)  (18.3)

R2, 13 .09 12 08 13 11 44 44

FE1 is individual ’within’ fixed effects
Removing the trucking industry makes ts large significant in 80:40 and Theil (ts outlier)
Signif. codes: .01’ 7 .05 ™’ .1 7* 1 7*** (the stars are reversed)
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Dependent variable:

(1) (2)
tt 08177 -0.2807°
(0.119) (0.073)
ts -1.2687 0316
(0.230) (0.142)
bl 201557 -0.068°°"
(0.023) (0.014)
trts 35027 0.829™
(0.560) (0.345)
tt:bl 04217 0.188""
(0.060) (0.037)
Constant 0926 0.756
(0.045) (0.027)
Obszervations 1.375 1.375
R 0.960 0.967
Adjusted R? 0.958 0.965
Residual Std. Error (df = 1320) 0.015 0.009
F Statistic (df = 54; 1320) 587.684"°" 70741177

Note.

- EE®

*p=0.1; “p=0.05; " p=0.01
(1)-National suppressed

(2)-Eamings Divided by Land Area

Table 5: Regression with Control for County Land Area
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Appendix C. Empirical Specification

On Lags and Leads

In considering the impact of improving the road system on the spatial distribution of industry
it is reasonable to believe the effect could lead or lag. Because firms are forward looking,
the road construction was generally known in advance, the plant lifetimes can potentially be
very long, and there are potential benefits to being a first mover, it seems probable that some
firms would relocate or expand operations in anticipation of the road completion. On the
other hand, relocating is expensive, and firms may prefer to postpone relocation or expansion
as the desirability of locations depends on the changing travel times as well as the locations
of other firms.

The states were required to submit the completion status for the various segments of the
Interstate Highway System as it was constructed. The status categories are:
1—fully completed and open to traffic,
2—mostly complete and open to traffic,
3—under construction and not open to traffic,
4—planning, specification, estimates, contracting, right-of-way acquisitions underway;,
5—mileage designation underway (public hearings, route location studies).
Based on changes between these statuses (for which only parts of the sample are represented),
the average time from construction to opening was 5 years (3—2 or 1, 14% of observations)
the average time from planning to opening was 18 years (4—2 or 1, 14% of observations)
the average time from designation to opening was 4 years (5—2 or 1, 52% of observations).

This information could be used to inform the leads structure, as seemingly firms should
have knowledge of where the road will be about 4 or 5 years ahead of time. A lag structure in
this case is not immediately apparent but is nevertheless important as misspecification can
bias coefficients and even flip the sign of the coefficient as shown in Vaisey and Miles (2014).
A common practice is to try multiple lag structures and see which one performs best under
a criteria such as the Akaike information criterion (AIC) or Schwartz information criterion
(BIC), however this does not solve the problems presented by misspecification. Furthermore,
this approach underreports the standard errors, as recognized in Schmidt (1973) and Frost
(1975), typically being computed as though the lag length is fixed. Some demo results are
presented here to see the implications of this issue.

Using explanatory lags is common in the reduced form roads literature, such as Li and
Whitaker (2018) and Jiwattanakulpaisarn et al (2011), while using explanatory leads is less
common, Leduc and Wilson (2012) being the only example I know of. In the market access

literature, lags are not commonly utilized as the economic structural model is not dynamic.
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Andrews and Fair (1992) present a method for adjusting the standard errors of coefficient

estimates from the polynomial distributed lag technique when the lag length is uncertain.

By allowing the lags to be continuous (with a mapping to discrete) and specifying the lag

length as a parameter, the regression function is differentiable with respect to the lag length

and the effect from changing the lag length can be included in the standard errors.

Below are the results of estimations with varying lag lengths, using generated data, where

X is a trend with noise and € ~ N(0, 200)

Y;, == +ﬁoXt + let—l + BQXt_Q + BgXt_g + B4Xt_4 + €

The true parameter is listed in the far left column. Notice that: 1) the coefficients are

inaccurate when the model is underspecified (too few lags) 2) the coefficients are still accurate

when the model is overspecified (too many lags) 3) the standard errors are not affected by

overspecification
Depevcien? varichle.
¥
8N} (5] (3 (4 (5 (1) ) [t:3] (23] (417 (1]
x 2068 1975 402" 3 a5t 3150 2065 E1 049" 2050 2054 3057 20867
(0.085) {0127 01443 (0.141) (00613 (0083) {0.063) (00643 (01.064) (0.06%) (h.065)
<l 4315 23947 28187 a0 e S16T s s e s T
{0127 01423 (0:141) (0.061) (0.062) {0.063) (0.063) (0.064) (0.065) 0653
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Figure 12: Simulation Results: Simple Trend
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These results are a bit surprising, as the lagged independent variables are highly auto-

correlated, and I expected multicollinearity to be a problem, which it does not seem to be

here. The results 1)-3) above are robust to:

-X being a purely random variable (no trend)
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-the true model only having lagged coefficients (no Xt)

-the true model skipping certain lags (for instance Xt-2 and Xt-4, but not Xt-3)
However, these results are not robust to

-drastically reducing the sample size

-drastically increasing the error variance

-drastically reducing the size of the coefficients

When the true coefficients are distributed according to a polynomial the unrestricted
model is able to accurately estimate them, but if the degrees of freedom are a concern then
the polynomial distributed lag technique may be desirable. The table below shows the results
for varying lag lengths when the true coefficients are distributed according to a 2nd order
polynomial and the last lag is restricted to be zero.

The true coefficients are accurately picked out when the correct lag length is specified,
but when further lags are included the model is not able to reject the null hypothesis that
they are zero, although it still performs fairly well. After accounting for the uncertainty of
the lag length as in Andrew and Fairs (1992) the standard errors increase significantly when
the model is misspecified. This suggests that without applying the Andrew and Fairs (1992)

method, one could easily accept coefficient estimates that are in reality far from the true

value.

ieg true b 8.2 st 2 std.er AF 18 3 sten_d sid e AF 30 4 stdev 4 e AF S5 stden S e AF SBE  sider §stder &F 687  soer P stden AF TR E  staer 8 stden AF M
0 a1 43 1055 14,34 e 17T 045 gap 2158 114 2329 r N (123 ped 2343 1] 087
1 633 2z 17 1747 08§ a% 1501 X 1681 054 056 1736 053 058 1788 0SS 055 1764 D49 049
2 3@ 812 1A 1613 331 1366 002 E 1281 61 a7 1230 039 48 1245 o 88 1260 o 036
5 103 1680 4k S 102 o0 K68 049 g81 B0 001 059 812 o8 081 a%  oos 045
4 570 565 00 B 31 on 062 471 0% [T ) D€ 4w ou 057
5 231 0m ] 082 218 03 0E5 23 om 053
6 4 on 088 0% o 056 0s& oM 0:61
7 nas  oa? B oo on 049
8 osz oo GG
]
10

Figure 13: Standard Errors Adjusted for Lag Length Uncertainty from a Polynomial Dis-
tributed Lag Regression

To see if these techniques are appropriate for my situation, I generate data that is dis-
tributed similar to mine but where the true relationships are known. I generate a panel
dataset consisting of: a monotonically changing trend t (representing the travel time) which
only decreases but by different amounts for 42 periods, a variable ts that varies across 5
‘industries’ with some noise across time, fixed effects for each industry, and the dependent
variable which depends on lags and interaction terms

3
Yie = a; + Gitsi + Z Biti—j +j ti—j * tsy + €,

J=0
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where the coefficients are either randomly generated or set manually and € ~ N(0, 02) .
This is parallel to the actual data and desired specification, where the level of travel time
affects the spatial GINI of each industry differently based on it’s truck transport share of
inputs. The primary coefficients of interest are the 3; and ; on travel time and the interaction
term with truck share. The results from varying lag specifications for both are shown below.

Regardless if the coefficients are generated randomly, linearly, or distributed according
to a polynomial, the results are the same—as more lags are added the regression is unable
to differentiate which lags the true effects are coming from, but the sum of the coefficients is
very close to the sum of the true coefficients, even when the standard errors on the coefficients
are too high to be statistically different from zero. In the previous data generation process
the autocorrelation was fairly high but not enough to cause multicollinearity, however in
this case when ts; and tt are interacted the autocorrelation is much higher, which is likely
causing the inability to distribute the coefficients correctly.

This approach is able to pick out the sum of the coefficients for both the travel time and
the interaction terms, suggesting that the long run effect of the change in roads on spatial
distribution can accurately be inferred, but the timing of the effect may be unknown. This
is true even when leads are included in the true model as shown in the figure below. To pick
out specifically which lag the effect is coming from, a first difference regression with lags
seems tempting, but the same issue of multicollinearity appears, and furthermore the sum
of the coefficients is not equal to the true sum, so it is not able to pick up the total effect as
with the levels. A table for these results are shown below.

Based on these simulation results, while it is likely there are lagged and lead effects from
the road construction, the levels regression is able to pick out the long run effect on spatial
distribution for different industries, even with the interaction term, so this is the preferred

specification.
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Dapendent variable:

X
(1) i2) 3} (4 (5} (6) (] 8 (9) (10) (11)
12: -0.121 -0.129™ -0.118™ 0117 0121 0117 0117 0117 0117 -0.118™ -0.116™ 0115
(0.022) 10.020) (0.020) (0.019) {0.019) (0.019) 10.020) (0,020} {0.020) 10.020) (00200
13: -0.781 -0.798™ 0,778 0,775 0,784 07777 0776 0,777 0,775 07777 0,773 07717
(0.036) 10.034) (0.034) (0.033) (0.033) (0.033) 10.033) (0.033) (0.034) 10.035) (0.035)
14: -0.051 -0.091" +0.059 -0.055 -0.068 -0.058 -0.057 +0.058 -0.055 -0.059 -0.052 -0.049
(0.053) (0.050) (0.050) (0.048) (0.048) (0.048) (0.049) [0.049) (0.050) (0.051) 10.052)
15: 0,385 0.322™ 0.363"" 0.368™" 0.351"" 0.3647" 0.365™" 0.365™" 0.368"" 0.363™" 0.372™" 0.376"
(0.069) (0.064) (0.064) (0.062) (0.062) (0.062) {0.063) [0.063) (0.064) (0.066) (0.067)
ts: -1 -0.909™" -1.013™ -1.044™" -1.072"" -1.085"" -1.069™" -1.066™" -1.052""" -1.044™" -1.049"" 1063
(0.130) 10.120) [0.120) (0.118) (0.116) (0.117) 0.117) [0.117) (0.119) 0.120) (0.122)
108 19,978 9,740 B.300™" 7581 76927 7.988"" 8.047™" 84737 86517 B.BT6™ 8.852""
(0.181) {1.824) (1.911) {1.842) {1.925) (1.932) (1.960) (1.975) (2.087) 2.101) {2.112)
6 10.282°" 7.482™" 5717 5.528" 4.638" 4.564" 3.600 3576 3.690 3.485
1.823) (2.184) (2.151) (2.281) (2.354) (2.393) [2.478) (2.494) 12.516) (2.617)
t2: 4 4.279™ 0.201 0.021 0.857 0.942 1.465 1.301 1.310 1.369
(1.879) (2.122) (2.183) (2.249) {2.299) (2.318) 12.386) 2.395) (2.419)
32 6611 6.273"" 70677 6.955"" 6.060™ 6124 5.725™ 5.706"
(1.835) (2.189) (2.254) 12.329) (2.403) (2.426) [2.543) (2.556)
Lo 0.605 2.439 2.354 3.670 3.411 3600 3920
1.936) (2.285) {2337 [2.512) (2.636) 2.668) (2.794)
15 -2.904 3132 2,620 2,430 -2.926 -3.082
(1.945) (2.327) (2.346) (2.435) (2.618) (2.676)
t6 0.358 2.309 2.507 2.801 2.987
(1.939) (2,387 (2.461) (2.544) (2.624)
t7 -2.801 2421 22120 -2.448
(2.072) (2.583) 2.651) (2.840)
8 0,672 0,289 0,323
12.102) 2.766) (2.780)
] -1.220 1,643
{2.302) (2.601)
10 0.590
(1.792)
tsit0: -8 19,7177 -r21” -5.260" -4.512 -4.229 -4.693 -4.618 -5.420° -5.856" -6.400™ 6.313°
(0.273) 12.769) (2.883) (2.780) (2.913) (2.924) 12.960) (2.987) (3.108) (3.188) (3.206)
tsitl: -6 212,581 -8.649™" 468077 7113 -5.722 -5.841 -4.055 4,017 -4.267 -3.621
12.764) (3.288) (3.245) (3.442) (3.554) {3.605) (3.741) 13.764) 3.789) (3.946)
tsik2: -4 .5.820" 1474 <1775 -3.081 2922 -3.942 -3.517 -3.533 -3.731
(2.751) (3.101) (3.187) (3.304) (3.378) (3.418) (3.525) (3.540) (3.573)
ts:it3: -2 70767 -7.723™ -8.892™" -9.085" -7.475™ -7.590™ -6.7217 46.692°
(2.746) {3.314) (3.392) {3.515) (3.627) {3.658) {3.820) (3.839)
ts:td 0.981 -1.874 -1.986 -4.319 -3.730 -4.090 -4.928
(2.949) (3.480) 13.553) (3.7989) (3.983) 4.026) (4.238)
ts:t5 4.456 4.090 3.155 2.657 3800 4.237
(2.882) {3.4586) (3.487) {3.628) 13.912) (3.996)
15106 0.565 -2.968 -3,389 4,148 4,717
(2.909) [3.567) (3.678) 3.801) (3.921)
57 5.269" 4.068 3.402 4.366
(3.093) (3.848) 13.945) (4.239)
tst8 1.659 0.527 -0.503
{3.135) 14.152) (4.174)
ts:t9 2.815 3.903
(3.446) (3.888)
ts:t10 -1.70%
(2.684)
Constant 0552 -0.498™ -0.478"" -0.4407 -0.435" 0447 -0.446™ 0.455™" 0457 0,457 -0.453"
(0.074) (0.068) (0.068) (0.066) (0.066) (0.067) (0.067) (0.067) (0.068) 10.068) (0.069)
Observations 160 160 160 160 160 160 160 160 160 160 160
r? 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Adjusted R? 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1,000 1.000
Residual Std. 0.057 (df = 0.052{df = 0.052(df= 0049 (df= 0049 (df= 0049 (df= 0050(df= 0049 (df= 0050 (df= 0050(df= 0.050 (df =
Error 152) 150) 148) 148) 144) 142) 140) 138) 136) 134) 132)
F Statistic  47.606.760°" 44,556.930"" 37,245.940"" 34,324.200" 29,738,730°"" 26,322.1107" 23,331,960 21,259,610 19,186.150°"" 17.515.180"" 16,057.470°"
Idf =7:152) (df =9;150) (df = 11 148) (df = 13; 146) (df = 15; 144) (df = 17; 142) (df = 19; 140) (df = 21; 138) (df = 23; 136) (df = 25; 134) (df = 27; 132)
Note: "p=0.1; "p<0.05; "p<0.01

Figure 14: Regression Results with Multiple Lags for Simulated Data
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Dependent variable:

x
18] 12 (31 (4) {51 161 (1] (8 L] (ot [131] 12y 13 (14)
12:0.73 0.6917" 0695 om0 07057 gueea™ L T 0.700™"  06a3™ 0.6937" 0693 06937 06947 0.6847"
(0033 10,029 (0024} (0.020 (0019 0.009) 10,0019} 0.0200 10,019 [LX3E ] 10,020 (00201 10,020 100201
13: 1.348 1.289"" 1.206" 1310 L31E™ 1.305™" L30T 1308 1308 1.295™ 1285 1296 1204 297 1287
(Oa54) 10.047) (0,040} (0.033) (0032} 10.032) {0,032} (00321 {0.032) (0a32) 10.032) (0.033) (0.033) (0034}
14: 0,001 -0.098 0086 -0.066 -0.055 0076 0074 0073 -0.071 0092 B H 00917 -0.0a3" -0.08% 0089
(00761 10,065) (0.056] [0.046) {00451 10.045) {0,045} (0.045) {0045 (0045] 160,046} (00461 10.047) (0047}
0245 0.137 0152 o.180™ 0.196™ 0.168™" o™ 0173 a.17s™" 0147 0.147" o148 0.145" 0.150™ 0150
(01021 10.088) (0075 [0.062) {0060 10.060) 10,060 [0.061) {0061 (0a81] 10.061) (D.0861) 10.063) 10.064)
-1 -1.3sa™ 2329 At 1164™ 107 0417 g3 14" 3™t -Loos™ 20107 g™ ams™ et
10.188) (01601 (0.136) 01341 10.135) 0,134} (0.135) 10,133 (.134) 10.135) (0.137) 10.143) 10,1451
B3 -1.476 0.488 1574 1811 0.579 -0.182 0.630 o782 0.899 0.546 0.45% 0.237 0141 -0.188
13.266) (2.807) [2.359) (2307 (2.344) 2.372) (2.427) {2.380 (2524) 12.530) (2.608) (2.647) (2735
2 0,551 17257 4,344 0.035 2.590 2723 0681 0563 0,778 1033 0 0.323 0.964 0.982
13.350) (3.706} [3.107 {30831 (3.075) {3,256} (3.208) 13.332) (34100 3.529) (3.564] {3.639) (3674)
r1:1.768 15.400°" 2172 -2.897 1,681 1.19% 1531 -1.994 1827 0.868 0.360 0352 0,286
(2.944) [3.362) 13.258) 13.333) 12322 (3.483) 13.465) 13.654) 13.720) 14,030 14.043) 4.227)
w8 19063 996" 94617 0483 10502™" 1041077 10031™ 108597 10606 B.724" 870"
[2.564) {3.648) (3.652) 13.672) [3.702) {3.686) (3775 13.909) (4.056) (4.499) (4.544)
(S8 Ba3T 4663 4,518 44873 5.258 4.728 4.481 4.116 5.326 5199
(2.604) (3.660) 13,638} (3.793] 13.728) (3933 13,953 (4.109) 14.313) (4.885)
t2: 4 4238 4.831 «1.108 =1.278 -1.024 2557 2413 «1.889 <1.787
(2.646) 13,808} (3.914) {4.058) 4115 14,471} (4.501] 14,551 (48551
(L3 5039 4062 3,960 4.407 4570 5.088 4,808 4822
{2,730} (3.847) {3.841) (4041} 4.052) (4.354) 4.384) (4.464)
t 1.187 1173 0847 3.044 1011 2618 2597
(3.317) 14.492) 4.614) 15.256) 15.277) 15.316) 15.387)
t5 0.128 1.27% 2,706 3.408 -3.386 4,410
12,390 (4.664) 15,022 (5.556] {56700 (57400
t6 1.502 133 -1.060 a.999 011
(3.487) 14,616} 4721 15,180 (5,339
7 3.261 4322 4104 4.257
13.652) (5.053] 15.078) {5.625)
] 0.929 -4.943 4,964
(3421 15.355) {54081
] 3673 3421
(3.775) (5678
0o 0234
(3006}
31436 20154 6.356 A7 747" a7 -5.937" -6.990" 7103 -7.103" -6.402" 6.314 -5.561 5120 -4.958
(0462) 14.918) (4243} [3.5969) (3485 13.553) 12,600} [3.650) {3616} (3822) 13.841) (3.973) 4.032) (4.187)
Esit2: -1.027 14150 4,509 0.024 3151 -3.407 0,868 -0.780 -2.482 -2.087 2493 2,881 3667 378
15,051 (5527} [4.644) (4615 [4.604) 14,508} 49721 15.046) (51561 15.341) (5.380] 15,503 (5556
ttd: 0,262 ETRL B.006" 9.836™ 1.937 7.363 1666 9.434" 2441 8.019 6.223 6.280 6043
(4.447) (5.008) (4.40%) 15.028) {5017} (52701 {5282} (55721 15,662 (6.161] {6.190) (6454}
EE0: B 317737 1083 -10.040° 13067 113407 -10.088° 9465 915 -8.921 -6.683 R
[3.595) {55501 15.561) {5,590} (5.630) 15.614) (57411 15.985) 16.186) 16,855 (68231
estl: -6 10,584 4.110 -3.954 4. 260 4502 3430 3277 1963 3442 2537
[EXTH] [5.550) 15518} [5.740) 15.633) (59521 15.58%) (6. 248 6.581) (7435
Esit2: -4 .545 0423 0,190 -2.143 2611 -1.558 2045 2622 -3.007
13.950) 15678} [5.855) 16.045) 16.142) 15,604} (B.742) 16.207) (7.297)
sk -2 6,041 <5152 -3.589 -4.571 4650 6,468 6139 6,239
14,043} {5.748) 15.758) 16.037) 15,053) (6.546] 16.590) 166971
Esibd 1074 4243 4996 3,405 3446 3.854 3041
(5.089) {6,861 (70231 17.998) (B027) {B.078) (81811
esit5 -6.127 3242 2319 0.375 1567 1697
5.234) (71651 {7.790) (B.602) {8.780) (B.831)
tstf 3111 1279 2376 -4.785 4524
(5.245) 16861 (1.032) (7.714) (7468
est? .2.104 4524 «8.781 £.354
15.540) (7.645] (7.683) (B.565)
(2] 1684 8460 B535
(5128 18.049) (81331
LR 4409 -3.452
15770 (B.644)
50 0,596
(5.944)
Constant 0,072 0146 0.192" 0.342™ 0392 0417 .0423™ 0420"" 042" 027" L0424 0429 0413 pa™
(0.125) 10.109) (0.093) (9.080) 10076} 0.079) 10,079} (0.050) 10.078) (0079 10.079) (0.021) 10.083) (0.085)
Observations 140 140 140 140 140 140 140 140 140 140 140 140 140 140
n? 0959 0,599 1.000 1.000 1.000 1.000 1.000 1000 1000 1.000 1.000 1.000 1.000 1.000
Adjusted RY 0.999 0,999 1000 1000 1000 1.000 1000 1.000 1000 1.000 1.000 1000 1000 1.000
Besidusl Std. 0079 (= 0.06% (df =  O0SE(d = 0048 (d = 0046 (df= 0046 (Bf=  O04B(df = 0046 = 0045 (df = 0045 (df=  O045 (df = DO46(df= 0086 (df = OUME (df =
Errgr 132} 13 128} 126 124) 122) 2200 118} 116} 114} 1! 1104 108) 106}
25.071.180" 25,784, 700" 2HA39.0307 36,776.2507 34,490,350 30,629.5407" 27.753.360" 24,732,570 23.544.0207 21,364,190 19,743,0807" 18.260.580° 16,929.2507 15.616.7307
Estatiste e 3g) Tafw g a3gy MOS 1L fdfe 13 gdfels @fe1n (dfels el qdfe23 (@fe28 (dfe 20 (fe2% [df=31 (afe33
126} 126 124) 122) 1200 118 116) 114} 12 110} 108) 106}
Note: "pen. 1 pe0, 05 " pen, 0l

Figure 15: Regression Results with Multiple Lags and Leads for Simulated Data
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Dependent variable:

x
{1) 12) 13) 4y 15} (6 17} (8) {9) {10) 11)
12: 0.708 0.696™" 0.695"" 0697 0,658 0.598"" 0697 0.6956™" 0,696 0.695™ 0,692 0692
{0.019) (0.018) (0.019) 10.019) 10.019) (0.019) (0,019 {0.019) {0.019) {0.019) {0.019)
13: 0.541 0.486"" 0.484™" 0.489™" 0.490™" 0489 0.488™" 0.485™" 0.487™" 0.485™" 0479 0.477""
10.034) (0.032) 10.023) 10.033) {0.033) {0.033) (0.033) (0.033) 10.034) (0.034) 0.024)
14:1.173 10777 1.074"" 1.082"" 1.084™" 1.083"" 1.081"" 10777 1078 1076 L.068™" 1.065™"
{0.049) (0.048) (0.047) {0.047) (0.047) {0.048) {0.047) {0.047) (0.048) {0.049) (0.049)
15:1.733 1.620™" 1515 1.626™" 1.629™" 1627 1625 1.619™" 1622 1619 1.608™" 1.604™°
{0.064) [0.061) 0.061) (0.062) (0.062) {0.063) 0.062) (0.062) 10.063) {0.064) 0.064)
ts: -1 0,894 0.926™ -0.810° 0926 0,958 0,876 -0.947° -0.930" -0.922" 0940 -0.945°
{0.080) (0.079) (0.079) {0.084) (0.090) (0.092) (0.095) {0.097) {0098} {0.100) 10.103)
t0: 8 8905 f.802"" B.747" 571" 272" 8.498"" B.519"" 8.296" £.285"" 8.235" 8.169""
2.151) (2.049) [2.045) (2.082) {2.102) {2.138) 2.126) (2.152) (2.168) (2.164) {2.203)
t1: 6 -0.089 0.117 0.157 -0.117 0.239 0172 -0.320 -0.296 -0.345 0.324
{2.032) 2.031) 12.044) (2.066) {2.081) 12.085) {2.098) {2.112) (2.108) 2.126)
t2: 4 3.249 3.232 3.274 3.106 3.100 2818 2798 2944 2.944
(2.015) (2.027) (2.021) {2.043) (2.035) (2.082) (2.119) (2.120) (2.135)
t3:2 -1.158 -1.252 -1.238 -1.223 -1.058 -1.032 -0.779 0.739
{2.046) (2.048) {2.056) (2.038) {2.056) (2.095) {2.100) (2.127)
t4 -1.539 -1.712 -1.683 -1.634 -1.662 21273 -1.212
[2.001) {2.027) (2.009) {2.018) (2.049) (2.064) {2.085)
5 -1.521 -1.572 1,800 -1.783 2,346 -2.382
{2.192) 2.2 {2.304) (2.324) {2.362) {2.386)
t6 -0.151 0.366 0.381 0.181 0.128
2.210) (2.308) {2.335) 2.335) {2.386)
7 1.736 1.667 1.9491 2.017
(2.274) (2.368) (2.380) 12.396)
t8 0.170 -0.794 -0.787
2.197) (2.243) (2.258)
t9 -2.827 -2.905
(2.175) (2.268)
t10 0.319
(2.232)
t5:t0: -8 -9.6337 +9,165™" -9.084™ 8815 -8.099™ 85177 -8,1877 7,771 -7.7877 -7.764" -7.5667
13.250) (3.098) (3.090) (3.141) (3.172) {3.224) (3.205) (3.240) (3.264) {3.258) (3.319)
ts:tl: -6 5707 5393 5313 5942 6.204" 6.699™ 7.027 7.0747 7.2117 7.164"
{3.073) {3.074) {3.096) {3.125) {3.152) (3.156) {3.176) (3.197) (3.192) (3.218)
te:t2: -4 -4.730 -4.708 -4.B65 -4.542 -4.960 4,357 -4.186 -4.442 4,293
(3.102) {3.120) (3.111) {3.146) (3.138) {3.195) (3.258) {3.257) (3.280)
ts:t3: -2 1.802 2.020 2.004 1.764 1.380 1.498 1.084 0.945
{3.034) (3.032) {3.046) 3.0200 {3.047) {3.108) {3.114) {3.155)
t5:td 4.008 4,460 4613 4.514 4,363 3.707 1.562
{3.002) {3.043) 3.016) {3.024) {3.080} (3.103) 3.141)
ts:t5 2,860 2.022 2.503 2.485 3408 3.630
(3.296) 3.416) {3.454) 3.481) (3.536) (3.574)
506 -3.000 -4.116 -4.054 -3.721 -3.527
{3.305) (3.464) (3.504) (3.505) (3.577)
ts:t7 -3.719 -3.B69 -4.437 -4.509
(3.438) (3.568) (3.581) 3.607)
ts:t8 -0.761 0.308 0.260
3.315) (3.380) (3.405)
ts:t9 5.176 5.508
(3.325) (3.463)
ts:tl0 1.208
3.339)
Constant -0.832" 08327 -0.849" -0.841% 0827 <0818 -0.819"™ 0827 -0.827"" 0812 -0.811°7"
{0.022) [0.025) (0.027) 10.031) (0.037) 10.040) (0.042) (0.044) {0.045) (0.047) 10.051)
Observations 155 155 155 155 155 155 155 155 155 155 155
R? 0.977 0.980 0.980 0.980 0.980 0.980 0.981 0.981 0.981 0.982 0.982
Adjusted R2 0.976 0.978 0.978 0578 0.978 0.978 0.979 0.978 0.978 0.978 0.978
Residual Std. 0.050 (df = 0.048 (df = 0048 (df = 0048 (df = 0.048(dF= 0048 (df = 0048 (df= 0.048 (df = 0.048 (df= 0.048 (dF= 0.048 (df =
Error 147 145) 143) 141) 139) 137) 135) 133) 131) 129) 127)
F Statistic 891.326™°  770.324™° 633.228"" (df 5296817 (df 462.447""" (df 404,549 (df 370867 (df 334.223" (df 3007837 (df 278.788"" (df 254.779°" (df
(df = 7;147) (0f = 9;145) =11;143) =13:141) =15138) =17;137) =19;135) =21;133) =23131) =25129) =27;127)
Note: "p=0.1; p=0.05; " p=0.01

Figure 16: First Difference Regression Results with Multiple Lags and Leads for Simulated
Data
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Endogeneity of Regressors

The travel time is likely exogenous to the spatial distribution of industries for two reasons.
First, the Interstate Highway was planned as a national defense network independent of
the economic growth of different regions, a fact utilized by the literature for identification
(Baum-Snow, 2007; Michaels, 2008; Duranton and Turner, 2014). Second, the travel time
and spatial GINI’s are aggregates for the entire nation. Any changes in spatial distribution
are unlikely to change the travel time because the roads were already going to be built, the
route is influenced by external factors such as the cost of construction based on the grade
and strata, and the timing of construction is influenced by random factors as well such as
weather, local politics, and construction delays. Second, even if the placement of roads is
systematically adjusted by industry stakeholders lobbying, it is unclear the effect this would
have on the aggregate travel time as it could raise or lower it depending on the position of
the industry in relation to paths in-between MSA’s.

If ts and bl are affected by the change in travel time, the change in spatial GINI from a

change in travel time would be:

Ospatial GINL, Ots Obly Ots Obly;

= tsi bl; ZOh 4 Byt 4 Batty et + Byttt
ott, Bo + Bstsi + Bably + B1 ott, + B2 ott, + B3 t@ttt + Ba t@ttt

To refute this, we observe that the change in trucking input share and backward linkages is
very low across time. The largest mean normalized variance (index of dispersion) across time
among industries for ts is .017, while the mean is .0018, both of which are considered to be
not very dispersed. For bl across industries the largest mean normalized variance across time
is .022 and the mean is .0055, which again is not very dispersed. Because these two terms
are changing very little across time we can consider the last four terms in the differential
equation to be zero. See Figures 10 and 11 in the appendix.

Regarding the possibility of an unobserved variable driving the change in spatial distribution—
although including a time effect makes it impossible to identify the coefficient on tt, it still
allows for the interaction of unobserved time effects, yet including a dummy variable for year
does not substantially change the outcome (seen as FE2 in the regression table), nor does
including a time trend. Additionally, leaving out ¢t entirely and replacing it with a time
trend does not yield the same results, suggesting the movements in ¢t are meaningful beyond

it’s trend component. See Table 3 in the appendix for these regression results.
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